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ABSTRACT    

The present article focuses on the evaluation of a first-moment closure model 
applicable to film cooling flow and heat transfer computations. The present first-
moment closure model consists of a higher level of turbulent heat flux modeling in 
which two additional transport equations for temperature variance kθ and its 
dissipation rate εθ are considered. It not only employs a time scale that is 
characteristic of the turbulent momentum field, but also an additional time scale 
devoted to the turbulent thermal field. The low Reynolds number k-ε turbulence 
model is combined with a two-equation kθ-εθ  heat flux model to simulate the flow and 
heat transfer in a three-dimensional single row of cylindrical holes film cooling 
application. Comparisons with available experimental data show that the two-
equation heat flux model improves the over-predictions of center-line film cooling 
effectiveness caused by the standard simple eddy diffusivity (SED) model with a fixed 
value of turbulent Prandtl number. This is due to the enhancement of turbulent heat 
flux components in the first-moment closure simulations. Also, the span wise 
distributions of effectiveness are computed with more accuracy due to better 
predictions of coolant jet spreading. However, the limitations of first-moment closure 
due to its isotropic approach should be taken into consideration. 

 

Article history: 

Received 2 February 2013 
Accepted 27 February 2013 
 

Keywords: Film Cooling, First-Moment Closure, Two-Equation kθ-εθ  Heat Flux Model, Turbulent Heat Flux Modeling. 

 

1. Introduction 

Ever increasing turbine inlet temperatures are 
required so as to achieve higher cycle efficiency in 
modern gas turbines. However, enhancing the thermal 
performance of gas turbines by increasing the turbine 
inlet temperature may cause irreparable damage to the 
blades. Despite a noticeable progress made in the 
blade metallurgy, a reasonable lifetime of turbine 
blades can only be achieved by an efficient surface 
cooling mechanism such as film cooling. Film cooling 
is one of the most effective and widely used cooling 
methods applied to modern gas turbine engines for 
cooling hot sections such as nozzle vanes and turbine 
blades. 

The  working  principle  of  the  film  cooling  is  to  
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 inject a secondary fluid (coolant) through the holes on 
a surface, in order to form an air film with lower 
temperature between the surface and the mainstream 
which protects the surface from overheating. This 
technique indeed offers an excellent compromise 
between the protection of a surface and aerodynamic 
efficiency. Since, in contrast to convective blade 
cooling, it minimizes the thermal loads on other 
components of the turbine. This technique may, 
however, constitute a source of overall power output 
loss since the cooling air has to be extracted from the 
compressor. Thus, optimum film cooling utilizing a 
minimum amount of cooling air is a major economical 
requirement. Increasingly, designers are trying to 
facilitate a greater cooling performance from less 
coolant air.  

Making significant advances in the cooling 
technology requires a fundamental understanding of 
the physical mechanisms involved in film cooling flow 
fields. 
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Because of its low-cost, labor-saved and complete 
data characteristics, the numerical simulation on film 
cooling investigation is getting more and more 
important. Along with the rapid development of 
computational technology, the accuracy of film 
cooling simulations has improved greatly. Film 
cooling flow predictions are traditionally carried out 
employing the Reynolds-Averaged Navier-Stokes 
(RANS) equations solvers and some turbulence 
closure models for both velocity and temperature 
correlations. Therefore, it is important to improve the 
prediction capabilities of the turbulence models 
employed in the RANS solutions in order to obtain 
more reliable information about film cooling 
characteristics. Turbulent momentum flux closure 
models employed in film cooling calculations do not 
generally go beyond the two-equation scope [15]. In 
the majority of the RANS simulations for film 
cooling a variety of the k-ε models has been 
employed to obtain the distribution of eddy viscosity. 
For instance, Leylek and Zerkle [1994], [17] have 
used the standard k  model adopting generalized 
wall functions prescribed by Launder and Spalding 
[1972], [16].  

A detailed analysis of film cooling physics, in a 
four-part series,has been presented by Walters and 
Leylek [2000], [23], McGovern and Leylek [2000], 
[19], Hyams and Leylek [2000],[9], and Brittingham 
and Leylek [2000], [4], each dealing with different 
aspects of the film cooling problem. The standard k-ε  
model employing wall functions and a two layer k-ε 
model have been utilized by these researchers. The 
standard and the two layer k-ε turbulence models 
have also been employed by Lakehal et al. [1998], 
[14], for investigating film cooling effectiveness of a 
flat plate comprising a row of laterally injected jets. 
However, previous simulations of film cooling jets, 
including those of Lakehal et al. [1998],[14], have 
shown that the standard two-equation models such as 
the k  model with wall functions are not adequate 
for the complex flows, especially when it is needed to 
investigate heat transfer characteristics. Hoda and 
Acharya [2000], [8], have conducted a study where 
various closures for turbulent stresses have been 
applied for the prediction of coolant jet behavior in a 
crossflow.  

The models taken on ranged from high and low-
Reynolds number k-ε and k-ω models to nonlinear 
eddy viscosity variants. They have stated that the use 
of high-Reynolds number model in such a complex 
flow situation is not recommended. Recently, it is 
shown that attention should also be paid to the strict 
modeling of turbulent heat flux behavior in the 
averaged energy equation. However, this is limited to 
simple flow geometries and most of the publications 
concerning film cooling of gas turbine components 
still employ the simple eddy diffusivity (SED) 
approach for the turbulent heat flux modeling. It has 
been common to calculate the unknown turbulent heat 
flux by prescribing a constant turbulent Prandtl 
number,   namely   Prt=0.9.   This    value    is    found  

 experimentally to correspond with the logarithmic 
region of the boundary layer for flow in a channel. It 
should not, however, be considered as a universal 
value since Prt is a flow property. 

Many experimental and numerical heat transfer 
studies in the near-wall region have shown that using a 
constant Prt is not adequate for the thermal field 
predictions. Bazdidi-Tehrani et al. [2008], [3], have 
investigated the effect of variable turbulent Prandtl  
number in film cooling heat transfer predictions. They 
have concluded that it is important to utilize an 
expression for the turbulent Prandtl number which 
varies in such a way that it can address the complexity 
of the film cooling flow properly. Liu et al. [2008], 
[17], have focused on the influence of Prt on the 
spanwise cooling effectiveness distribution. They have 
proposed a laterally varying Prt, in the form of a table, 
as a function of lateral location in the jet and the 
blowing ratio. Lakehal [2002], [12], has employed the 
TLVA-Pr method, which is a combination of the 
anisotropic two-layer k-ε turbulence model and the 
DNS-based model of Prt in the boundary layer, in 
comparison with the isotropic two-layer approach. 

He has concluded that with an anisotropic eddy 
viscosity/diffusivity model the spanwise spreading of 
the temperature field can well be predicted. Bazdidi-
Tehrani and Rajabi-Zargarabadi [2008], [2], have 
investigated the effects of three different algebraic 
turbulent heat flux models in combination with the low 
Reynolds number second moment closure model on 
the prediction of film cooling characteristics.  

They have reported that these models have a 
significant effect on the prediction of film cooling 
effectiveness. In the present work, a higher level of 
turbulent heat flux modeling is developedis not as a 
remedy for some of the existing models deficiencies, 
in which two additional transport equations for 
temperature variance and its dissipation rate are 
considered. It not only employs a time scale that is 
characteristic of the turbulent momentum field, but 
also an additional time scale dedicated to the turbulent 
thermal field. The combination of a two-equation 
momentum and a two-equation heat flux closure 
known as the first-moment closure is widely used in 
basic flow geometries such as turbulent pipe and 
channel flow [e.g., Karcz and Badur 2005[10]]. 
Nevertheless, its application to complex flow and heat 
transfer processes such as film cooling is seldom 
addressed. The aim of the present article is to evaluate 
the first-moment closure model applicable to film 
cooling flow and heat transfer computations regarding 
a single row of cylindrical holes.  

 
2. First -Moment Closure 
 
In the present work, it is assumed that the working 
fluid (air) is incompressible and Newtonian with 
temperature-dependent fluid properties. The governing 

transport equations are the continuity, momentum and 
energy equations. Turbulence  effects  are  taken  into 
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account using the eddy viscosity/diffusivity concept. 
Then the constitutive closures of turbulent momentum 
and heat fluxes are obtained using the Boussinesq 
approximation. 

Based on the Boussinesq approximation, the 
Reynolds stress/turbulent heat flux are related to the 
local velocity/temperature gradients by an eddy 
viscosity/diffusivity as follows: 
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The turbulence scalar quantities (turbulence kinetic 

energy, k, and its dissipation rate, ε) used to calculate 

t  are determined from the following modeled 

transport equations, known as the low Reynolds 
number k-ε model of Chang et al. [1995]: 
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(3) 

where, 1C , 2C , k  and   are the same empirical 

turbulence model constants as those conventionally 
employed in the high Reynolds number  k-ε model: 
 

1C = 1.44,   2C = 1.92,   k = 1.0,   = 1.3 

The damping functions, 1f  and 2f , are used to 
make the low Reynolds number model valid in the 
near wall region and are defined as follows: 
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where, turbulent Reynolds numbers, tRe  and yRe , 

are expressed as in the following equation. 
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The eddy viscosity, t  (see Eq.(1)), can be 

obtained from Eq.(6). 
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where, C =0.09 and the empirical function, f  is 
defined as: 
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When the simple eddy diffusivity (SED) assumption 
                

 

 

(i.e., using the turbulent Prandtl number) is employed 
for turbulent thermal field, only the time scale of the 
fluctuating velocity field,  , defined as the ratio of 
turbulence kinetic energy, k , and its dissipation rate, 
  (i.e., /k ) governs both turbulent momentum and 
heat transfer. In another word, in this approach the 
eddy diffusivity of heat is expressed in terms of eddy 
viscosity using the turbulent Prandtl number 
definition: 
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The eddy diffusivity of heat should nevertheless be 

represented as a function of turbulent time scales for 
both velocity and thermal fields. The turbulent thermal 
field time scale,   is the ratio of the fluctuating 

temperature variance, 2/2 k  (where, θ is the 
fluctuating component of temperature), and its 
destruction rate  . Thus the modeling of turbulent 
heat flux is performed by solving two additional 
transport equations for k  and  .A two-equation of 
turbulent heat flux has been successfully implemented 
by Nagano and Kim [1988], [20], followed by other 
versions of the  k  model [e.g., Abe et al. 
1995,[1] and Deng et al. 2001,[6]]. The set of 
governing equations for temperature variance and its 
destruction rate, based on the Deng et al.'s [2001] 
proposition is as follows: 
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The relevant model functions and constants are 

given as in Table 1.  
The eddy diffusivity, t  (refer to Eq.(1)), may be 

obtained from: 
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where,  /R  is the thermal-mechanical time 

scale ratio, C =0.1 and 
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film hole pitch-to-diameter ratio of P/D=3. The hole 
length-to-diameter ratio, L/D, is equal to 1.75.  

The boundary layer on the flat surface is 
experimentally determined to be fully turbulent from 
the leading edge onward, due to a tiny separation 
bubble located at the flat plate leading edge. 
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Table 1.Summary of Model Constants and Functions Appearing in  k  Equations [Deng et al. 2001, [6]] 
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The first-moment closure procedure in the form of a 
flowchart is depicted in Fig.1. 

 
3. Computational Approach 

3.1. Problem Description and Boundary Conditions     
 
The three-dimensional test case for the present study is 
chosen according to the experimental work of Sinha et 
al. [1991], [22]. As represented by Fig.2 it consists of a 
single-row of jet holes on a flat surface, with a 35º 
stream wise injection angle and the coolant fluid is 
injected from a supply plenum located beneath the flat 
surface. The coolant mass flow rates are reported to be 
equal for each of the film holes across a given test 
section. 

 The computational domain is extended as 
50D×10D×1.5D in the x, y and z directions, 
respectively. In the streamwise direction (x), the 
domain extends from the inflow plane located at 19D 
upstream to outflow plane located at 30D downstream 
of the injection hole. 

In the spanwise direction the domain extends from a 
plane through the middle of the holes (z/D=0) to a 
plane at z/D=1.5 in the middle between two injection 
holes, and symmetry conditions are imposed on these 
planes. The no-slip and adiabatic conditions are 
imposed on the walls (i.e., flat surface and plenum 
walls) and zero gradient conditions are used at the 
outflow boundary. 

 

 

 

 

Fig.1. First-moment closure procedure 

Calculation of 
k  and 

  Using Two 

Transport Equations (Eq. (9) and 
(10)) 

Calculation of k  and   Using Two 
Transport Equations (Eq. (2) and (3)) 

 

Calculation of the Thermal-
Mechanical Time scale Ratio, 

 /R  

Obtaining Eddy Diffusivity (Eq. (11)) 

Obtaining Eddy Viscosity (Eq. (6)) 

Obtaining Reynolds Stress (Eq. (1)) 
(Closure for Momentum Transport 

Equation) 

Obtaining Turbulent Heat Flux (Eq. 
(1)) 

(Closure for Energy Transport 
Equation) 
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Fig. 2. Schematic of the experimental setup [Sinha et al., 1991, [22]] and computational domain. 

 
The computational extent in the y direction is far 

enough from the near-field region such that a slip 
condition with zero normal gradients could be applied 
on the upper boundary with confidence. The 
mainstream velocity and temperature are set as 

20U  m/s and 302T  K, conforming to the 
experimental set up. Also, uniform distributions are 
specified for k  and   corresponding to a free-stream 
turbulence intensity of 0.5% and a dimensionless 
eddy viscosity of 50/  t  [Lakehal 2002, [13]]. 
The plenum inlet velocity may be varied so as to 
impose the required blowing rate, M 
(= UU jj  / , defined as the coolant-to-cross flow 

ratio of mass flux). For all the computational cases, 
coolant inlet temperature is set as 153 K, 
corresponding to a density ratio of approximately 2.0. 
All other variable quantities for the present work are 
also matched with the experimental data of Sinha et 
al. [1991], [22]. 

 
3.2. Numerical Method  

 
The governing differential transport equations are 
converted to algebraic equations before being solved 
numerically. The finite volume scheme which 
involves integrating the governing equations about 
each control volume yielding discrete equations that 
conserve each quantity on a control volume basis is 
applied. The numerical computations are carried out 
using the extended version of the CFD code ISAAC 
2001,[10], which has been widely validated for 
different cases [e.g., Morrison et al. 2003, [20] and 
Bazdidi-Tehrani and Rajabi-Zargarabadi 2008, [2]].  

The code is presently extended to comprise the 
two-equation kθ-εθ model and also compute the 
development of the components of turbulent heat 
flux. ISAAC employs a second-order, upwind, finite 
volume method where viscous terms are discretized 
by a second-order central difference scheme. Mean 
and turbulence equations are solved coupled using an  

 implicit spatially split, diagonalized approximate 
factorization solver.Multi-grid acceleration is applied 
to the mean flow equations and mesh sequencing (full 
multi-grid) is employed to provide an initial solution. 
The computations are terminated when the sum of the 
absolute residuals normalized by the inflow is less 
than 10-6 for all variables and also the mass-weighted 
average temperature in the y-z plane at the streamwise 
position, x/D=10, changes less than 0.1% by 
increasing iterations. 

To resolve the near wall region with large gradients 
satisfactorily, finer computational grids are set near the 
wall. For the low Reynolds number models, it is 
important that the y+ values of the grid points closest to 
the wall be of the order of unity. Here, the grid 
generated is fine enough to reach y+~1 in the wall 
adjacent cells. 

Computational grid consists of 664,000 body-fitted 
rectangular cells which has been carefully generated 
and examined for the grid independence solution. An 
investigation on the independence of present results 
from grid size is carried out to determine the 
appropriate mesh size. Figure 3 represents the effect of 
grid size on the predicted distribution of center-line 
film cooling effectiveness,   (= )/()( jw TTTT  

 

where, T , Tw and Tj are mainstream, wall and jet 
temperatures, respectively). It is evident that the 
coarse grid size of 362,000 is not appropriate since it 
causes more than 10% error on average in the present 
results. The largest difference of the local η between 
the grid sizes of 497,000 and 664,000 is 3.75%, 
whereas it is 1.5% between the grid sizes of 664,000 
and 800,000. Hence, the mesh size of 664,000 is 
believed to be sufficiently accurate and (based on the 
pipe diameter and bulk velocity). The results of 
computations are presented for a cross section (i.e., 
39.9 diameters downstream from the beginning of the 
test section) where the flow is reported to be fully 
developed. It is employed throughout the present 
computations.  
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Fig. 3. Effect of grid size on the predicted film cooling effectiveness. 

 

4. Results and Discussion 
4.1.Model Validations  
    

In order to validate the present proposed first-moment 
closure model, it has been applied to a turbulent pipe 
flow and the characteristics of turbulent heat transfer 
are also considered. The experimental work of, 
Hishida and Nagano [1979], [7] comprising a heated 
pipe by means of a uniform wall temperature, is 
selected employing air flow at a Reynolds number of 
Re=40,000 Fig.4 shows the profiles of measured and 
computed mean temperature, T+, normalized by the 
friction temperature in the wall coordinates. The wall 
coordinates extend from the pipe wall (y+=0) to near 
the pipe center-line (y+=1000). The present 
computational results are obtained using the first-
moment closure model for both flow and thermal 
fields (i.e., the two-equation k  model for the eddy 

viscosity and two-equation  k  model for the 

thermal eddy diffusivity).  
The present profile is reasonably concurrent with the 

available experimental data of Hishida and Nagano 
[1979], [7] and the under-prediction caused by 
applying the SED model (i.e., with a constant 
prescribed value of tPr ) is considerably improved. The 

profiles of normalized temperature variance 

k  are 

represented by Fig.5. The shape of the present 
predicted profile is quite similar to that of the 
experimental data. However, some over-prediction of 



k  value, by 14% on average, is observed. This is also 

reported in the other computational studies such as 
Karcz and Badur [2005], [11]. 

The variations of the production of normalized 

temperature variance 

P  are depicted in Fig.6.  

 This parameter is defined as (see also Eq.(9)):        
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It can be seen that, in line with the results reported 

in Fig.4 and Fig.5 the present predictions of 

P are in 
moderately good agreement with the existing 
measurements. 

 
4.2. Film Cooling Heat Transfer Calculations 

 
First-moment closure modeling is applied to obtain 
film cooling heat transfer predictions for a single row 
of inclined cylindrical holes based on the experimental 
study of Sinha et al. [1991], [22]. The present 
computations are carried out for the blowing rate of 
M=

UU jj  / =0.5. 

Figure 7 illustrates the streamwise variations of 
center-line film cooling effectiveness,

c  applying 

both the SED model (i.e., at fixed tPr =0.85) and the 

two-equation kθ-εθ turbulent heat flux model of Deng 
et al. [6] (i.e., Present). In all cases, the low Reynolds 
number k  model of Chang et al. [5] is employed 
for modeling of the flow field. Using the SED model, 

c  is shown to be over-predicted in the downstream 

region (x/D>10) by 18.4% on average, as compared 
with the available experimental data of Sinha et al. 
[1991], [22]. In the region near the injection hole 
(x/D<5), the agreement is marginally improved. 
Applying the two-equation turbulent heat flux model 
of Deng et al. [2001] comparatively improves the 
present predictions of c  in almost all x/D with a 

difference of less than 10% on average.  
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Fig.4. Normalized means temperature profiles in wall coordinates 
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Fig.5. Profiles of normalized temperature variance in wall coordinates 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

1 10 100 1000

Experimental [Hishida and Nagano 1979]

Present

 

Fig.6. Variations of production of the normalized temperature variance 
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The results obtained from the present first-moment 
closure model are in reasonably good agreement with 
the existing experimental data and also with the 
TLVA-Pr model of Lakehal [13] (i.e., TLVA-Pr is a 
combination of the anisotropic two-layer k- ε model 
and the DNS-based model of tPr ).Nevertheless, the 

present model particularly improves the over-
prediction observed in the downstream region using 
the SED model. This is mainly because applying the 
two-equation heat flux model causes an increase in 
the predicted components of turbulent heat flux, as 
discussed in Figures 8-10.This, in turn, results in 
enhancing the heat transfer between the coolant air 
and hot mainstream and consequently lower (more 
realistic) values for 

c .  

Figures 8 to 10, depict the present predictions of the 
streamwise, wall-normal and spanwise distributions 
of non-dimensional turbulent heat flux, respectively, 
at the hole center-line plane and for different 
streamwise locations, x/D. Results are obtained using 
both the SED and two-equation turbulent heat flux 
models. As x/D increases, the temperature gradient 
reduces due to the mixing between the coolant air and 
the mainstream. Thus, the turbulent heat flux profiles 
model predicts relatively higher values, because 
itdecrease (see Eq. (1)) as x/D increases and almost 
vanish toward the end of the flat plate. Also, for 
y/D>2 the temperature gradient and hence turbulent 
heat fluxes are negligible and, thus, all of the profiles 
are plotted up to the wall normal distance of 2D.  

Figure 8 displays the distributions of streamwise 
component of turbulent heat flux. It has a negative 
sign near the wall and a positive sign in the outer 
region. This is due to the fact that the temperature 
gradient inside the boundary layer in the streamwise 
direction is positive while it is negative outside. As 
the boundary layer develops toward the downstream 
section, the streamwise component remains negative 
in more extended regions from the wall (i.e., for 
y/D<0.3 at x/D=1, and y/D<1.1 at x/D=20). Both the 
SED and  present  models  display  similar  trends  for  

 this component. However, the present first-moment 
closure model predicts relatively higher values, 
because it allows higher predictions for the eddy 
diffusivity in comparison with the SED model which 

applies a fixed value of Prt = 0.85. 
The wall-normal component of the turbulent heat 

flux , as represented in Fig.9 is the most important 
component and it has the maximum magnitude as 
compared with the other two components. It has a 
negative sign because of the temperature gradient 
being positive in the wall-normal direction. Applying 
the present two-equation turbulent heat flux model 
increases the value of the wall-normal component 
relative to the SED, especially near the injection hole 
(x/D=1). The distributions of the spanwise component 
of the turbulent heat flux w  , are illustrated in Fig.10. 
It can be seen that this component is also negative and 
it is of smaller magnitude as compared with the wall-
normal component. This is the result of a lower 
temperature gradient in the spanwise direction when 
compared with the wall-normal direction.  

The spanwise distributions of film cooling 
effectiveness 

L  , at x/D=1, 3, 6 and 10 are plotted in 
Fig.11. The predictions by the SED model display 
significant deviations from the available experimental 
data. ηL is overestimated at the jet center-line (z/D 0) 
while it is underestimated at larger z/D. 

Also, the present first-moment closure model gives 
comparatively better results, at various x/D. The 
distributions of ηL is predicted quite well, especially at 
z/D<0.5. Applying the two-equation heat flux model 
results in enhancing the heat diffusion ability, meaning 
that the lateral heat flux from the jet border to its 
center is increased and consequently the temperature 
in the jet center region is increased. In another word, 
the present model predicts much spreading of the 
coolant jet in the spanwise direction which is more 
realistic. The difference between the SED and the 
present model calculations becomes larger as x/D 
increases. This is because the coolant jet spreads more 
as it moves further downstream. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 5 10 15 20 25 30
x/D

C
en

te
r-

li
n

e 
E

ff
ec

ti
v

en
es

sh
j 

Experimental [Sinha et al. 1991]

Present

SED

TLVA-Pr [Lakehal 2002]

 
Fig. 7. Streamwise variations of Center-line film cooling effectiveness. 
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Fig. 8. Streamwise turbulent heat flux distributions at the center-line plane: comparison of SED with the present first-moment closure. 
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Fig. 9. Wall-normal turbulent heat flux distributions at the center-line plane: comparison of SED with the present first-moment closure. 
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Fig. 10. Spanwise turbulent heat flux distributions at the center-line plane: comparison of SED with the present first-moment closure. 

 

However, it can be seen from Fig.11 that the 
TLVA-Pr model [Lakehal 2002], which is based on 
an anisotropic two-layer  model, gives relatively 
improved predictions of L distributions, particularly 
at z/D>0.5.  

Figure 12 illustrates the predicted temperature 
contours in the y-z plane and at the axial position, 
x/D=10. It can be seen that the wall is partly covered 
by the jet center flow. The jet center temperature 
predicted by the SED model is noticeably lower than 
that of the present first-moment closure model in the 
near wall region. Also, the jet flow temperature 
behavior becomes distinctly different when moving 
off the center plane (i.e., as z/D and y/D increase). As 
discussed in Fig.11 this reflects the predicted pattern 
of the cooling effectiveness by the present model 
becoming lower in the center region and then higher 
at positions off the center-line, as compared with the 
SED model.  

 However, it should be noted  that   there  are  still  
deviations between  the present model predictions and 
the available experimental data of Sinha et al. [22] and 
also the TLVA-Pr model of Lakehal [15], particularly 
in the lateral region (see, for example, Fig.11d). The 
main reason for this discrepancy is that the turbulence 
models and parameters used in the first-moment 
closure are isotropic and hence they cannot describe 
the anisotropic nature of the film cooling flow 
precisely. The Boussinesq approximation employed in 
Eq.(1) predicts the Reynolds stress/turbulent heat flux 
based on the mean velocity/temperature gradients 
alone. In another word, Eq.(1) fails to model the 
generation of a turbulent heat flux component due to 
the interaction of turbulent eddies with the mean 
temperature gradient in the other directions. It is also 
shown in the film cooling flow [Kaszeta and Simon 
2000, [12]] that the eddy viscosity in the spanwise 
direction is larger than that in the wall-normal 
direction. 
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Fig. 11. Spanwise distributions of local film cooling effectiveness. 

 

This cannot be addressed by the isotropic low 
Reynolds number k  model presently employed. 
Therefore, more work on the anisotropic models 
needs to be done for the future development of the 
film cooling flow and heat transfer models. 

 
  5. Conclusions 
 
In the present work, the application of the first-
moment closure model to film cooling flow and heat 
transfer computations is investigated. The low 
Reynolds number k  turbulence model  for flow 
field is combined with a two-equation

 k  model 
for thermal field to simulate the flow and heat transfer  

 in   a   three-dimensional   single   row   film   cooling 
application. The main conclusions are summarized as 
follows: 

 
(1) In addition to developing turbulence models for 

flow field, particular attention should also be paid 
to the precise modeling of turbulent heat flux 
behavior. Results reveal that the turbulent heat 
flux model has a significant effect on predicting 
the thermal field. 

(2) Using the simple eddy diffusivity model (SED) 
with a constant prescribed value of turbulent 
Prandtl number, the center-line film cooling 
effectiveness is over-predicted in the downstream 
region.  Applying     the     two-equation   (

 k )  

 

Fig. 12. Temperature contours in the y-z plane, at x/D=10: comparison between SED and present model. 
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turbulent heat flux model fairly improves the 
predicted center-line effectiveness. This is mainly 
because utilizing the two-equation model causes 
an increase in the predicted turbulent heat flux. 
This results in enhancing turbulent heat transfer 
between the coolant air and hot mainstream gas 
and consequently lower values for film cooling 
effectiveness. 

 
(3) All components of the turbulent heat flux 

(streamwise, wall-normal and spanwise) display 
maximum magnitudes in the near injection-hole 
region. In the downstream region, due to the 
mixing of the coolant with mainstream, the 
temperature gradients and subsequently turbulent 
heat fluxes almost vanish. 

 
(4) The SED model overestimates the spanwise 

distribution of film cooling effectiveness at 
center-line and underestimates it at the location 
relatively far from it. However, the spanwise 
distribution is predicted quite well using the first-
moment closure model, especially in the region 
z/D<0.5. Applying the two-equation turbulent 
heat flux model results in enhancing the heat 
diffusion ability, meaning that the lateral heat flux 
from the jet border to its center is increased and 
consequently the temperature in the jet center 
region is increased. 

 
(5) Although the first-moment closure is a reliable 

alternative to the standard constant turbulent 
Prandtl number concept, it nevertheless has its own 
limitations. The turbulence models and parameters 
used in the first-moment closure are isotropic and 
thus they cannot describe the anisotropic nature of 
the film cooling flow precisely. More attention to 
the anisotropic models, both for flow and thermal 
fields, needs to be paid for film cooling 
computations. 

 
Nomenclature 

D  film-hole diameter 

k  turbulence kinetic energy 

k  temperature variance 

M blowing ratio (=
UU jj  / ) 

P film-hole pitch 

tPr turbulent Prandtl number 

wq wall heat flux 

L  film-hole length 

R 
thermal-mechanical time scale ratio 
(=  / ) 

tRe turbulent Reynolds number (= /2k ) 
 

 
yRe turbulent Reynolds number (= /yk ) 

Re  turbulent Reynolds number (=    /
4/1

y ) 

T temperature 

T normalized temperature 

u friction velocity (=  /w ) 

iU time-averaged velocity component 

jiuu Reynolds stress tensor 

iu turbulent heat flux vector 

x  streamwise coordinate 

y  wall-normal coordinate 

y  
dimensionless distance from wall 
(=  /yu ) 

z  spanwise coordinate 

Greek symbols 

t  thermal eddy diffusivity 

  dissipation rate of k  

  dissipation rate of k  

  
film cooling effectiveness 
(= )/()( jw TTTT   ) 

t  eddy viscosity 

  mean temperature 
  fluctuating component of temperature 

  friction temperature (=  ucq pw / ) 

  fluid density 
  turbulent mechanical time scale (= /k  ) 

w  wall shear stress 

  turbulent thermal time scale (=  /k ) 

subscripts 

  freestream 

c  center-line 

j  jet 

L  lateral 

w  wall 
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