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ABSTRACT    

The optimal design of a plate-fin recuperator of a 200-kW microturbine 
was studied in this paper. The exergy efficiency, pressure drop and total 
cost were selected as the three important objective functions of the 
recuperator. Genetic Algorithm (GA) and Non-dominated Sorting Genetic 
Algorithm (NSGA-II) were respectively employed for single-objective and 
multi-objective optimizations. By optimizing the objective functions via 
the single-objective optimization approach, the optimum values of 
exergy efficiency, pressure drop and total cost were found to be 0.966, 
0.846 kPa, and 302,075$ respectively, representing the best solutions 
obtained from 20 iterations in GA. The cases considered for bi-objective 
optimizations were exergy efficiency-total cost, exergy efficiency-
pressure drop and total cost-pressure drop pairs for which Pareto-
optimal fronts were obtained, revealing the confliction between the two 
objectives in each pair. Later, a three-objective optimization was 
undertaken to simultaneously maximize exergy efficiency while 
minimizing pressure drop and total cost; the results were presented in a 
three-dimensional Pareto-optimal front. Moreover, the results of the 
multi-objective optimizations (i.e. three-objective and bi-objective 
optimizations) were compared with those of the single-objective one. The 
comparisons indicated a very good match between the multi-objective 
and the single-objective optimum values when it came to exergy 
efficiency and total cost; for pressure drop, however, significant 
differences were observed. Eventually, a decision-making procedure was 
employed for the Pareto-fronts of multi-objective optimization to find 
the final optimal solution. 
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1. Introduction 

Microturbines refer to small-scale power 
generation devices like fuel cells and 
reciprocating engines [1]. Running in a 
thermodynamic cycle, a microturbine consists 
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 of a compressor, a combustion chamber, and 
a turbine that work together to generate 
power,as shown in Fig. 1(a). The cycle net 
output power ranges from 5 to 200 kW [2], 
and as it suffers from low efficiency, there is 
a need to follow a proper approach to 
increase its efficiency. Figure 1(b) illustrates 
a microturbine cycle in which a recuperator is 
used to increase the efficiency by reducing 
fuel consumption. On the other hand, an 
exhaust    heat     recovery     recuperator     is  
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necessary to obtain 30% or higher electrical 
efficiency for a microturbine [3]. In contrast, a 
recuperator-derived pressure drop at both the 
cold and hot sides increases the cycle pressure 
drop that results in reduced net output power 
of the microturbine. In economic terms, the 
share of the recuperator in the total capital 
cost of a microturbine package is seen to 
reach up to 30% [4]. According to the above 
explanations, technical and economical 
optimizations can be seen as requirements for 
the recuperator used in a microturbine cycle. 
Plate-fin heat exchangers are extensively 
employed in many industrial applications, 
such as microturbines, chemical, petroleum, 
cryogenic and aeronautical applications; this 
wide range of applications is related to the 
high effectiveness, compactness, low weight 
and small volume of plate-fin heat exchangers 
[5]. Figure 2 shows a plate-fin heat  exchanger  

 of counter-flow arrangement. Different types 
of fins are used in the plate-fin heat 
exchanger; here are a number of the more 
common types: plain, wavy, offset strip, 
louvered, perforated and pin fins. Applying 
fins on both sides can increase the obtained 
heat transfer rate due to the extended heat 
transfer area and the interruption of boundary 
layer growth. Figure 3 shows a rectangular 
offset strip fin—the fin type investigated in 
this paper. 

Compact heat exchangers are widely 
studied in the literature [7-8]. The heat 
transfer and flow resistance characteristics of 
rectangular offset strip fins are well reported 
by Manglic and Bergles. They presented some 
correlations for   (friction factor) and   
(Colburn number) in the form of single 
continuous expressions covering all regimes 
of    flow   [9].    Traverso     and     Massardo  

 

 
Fig.1. Schematic diagram of microturbine cycle: (a) Simple cycle, (b) Recuperated cycle [1] 

 

 
Fig.2. Plate-fin heat exchanger with counter-flow arrangement 
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Fig.3. Core of rectangular offset strip fin [6] 

 
implemented optimization of microturbine 
recuperators from technical and economic 
perspectives. The optimizations has been 
modified to follow a new approach 
undertaken in a software called CHEOPE 
(compact heat exchanger optimization and 
performance evaluation) [4]. Qiuwang et al. 
applied GA to optimize a primary surface of 
the recuperator used in 100 kW microturbine 
[3]. Xie and Sunden proposed an optimization 
method for a plate-fin heat exchanger, by 
considering total annual cost and total volume 
as two separate objectives, where a GA was 
used for optimizations. They chose three 
shape parameters as decision variables before 
solving the optimization problem with or 
without pressure drop constraints, respectively 
[5]. Liu and Cheng optimized the primary 
surface recuperator from heat transfer 
performance, exchanger weight and pressure 
loss standpoints [10]. Peng and Ling studied a 
plate-fin heat exchanger with offset strip fins 
to optimize its performance using neural 
networks and GA [11]. Using NSGA-II, 
Sanaye and Hajabdollahi optimized the design 
parameters of a plate-fin heat exchanger from 
the thermoeconomic point of view [12]. A 
multi-objective optimization approach was 
followed by Ahmadi et al. to minimize cost 
and entropy generation of a plate-fin heat 
exchanger, simultaneously [13]. Najafi et al. 
used NSGA-II to obtain the optimal 
performance to be delivered by a heat 
exchanger with offset strip fins. Their 
objective functions were those of heat transfer 
rate and total annual cost [14]. 
In this article, once finished with thermo-
hydraulic modeling of a microturbine plate-fin 
recuperator,  single  -   objective    and   multi-  

 objective optimizations are performed to 
maximize recuperator exergy efficiency while 
minimizing its total cost and pressure drop. 
Single-objective optimizations are carried out 
for each objective function with the optimal 
solutions been obtained using GA. Then, 
NSGA-II is used to undertake three bi-
objective and one three-objective 
optimizations on the mentioned functions with 
Pareto-optimal fronts provided for each case 
of multi-objective optimization. Afterward, 
bi-objective optimizations are compared, in 
terms of performance (i.e. maximum exergy 
efficiency and minimum total cost and 
pressure drop), to the three single-objective 
optimizations. Finally, a decision-making 
method is presented to evaluate final optimal 
solution for the designs on Pareto-front in 
multi-objective optimization. 
 
Nomenclature 
 

thickness of separation plate,     

overall heat transfer area,      

total heat transfer area for one fin, 

   

      

fin heat transfer area,         

recuperator frontal area,           

wall heat transfer area,       

minimum free flow area,              

fin height,     

specific heat capacity, 
 

   ⁄    

ratio of heat capacity rate    
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  heat exchanger cost 

coefficient,   ⁄   

     total cost,    

        first year operational cost, 

  

       present value of operational 

cost,   

          purchase cost,   

         capital cost,   

             

   

maintenance cost,   

hydraulic diameter,   

    specific exergy rate,    ⁄  

      

 

recuperator exergy 

destruction rate,   

  friction factor 

   inflation rate, % 

  mass flux, 
  

   
⁄  

  convective heat transfer 

coefficient,     ⁄   

  recuperator height 

  interest rate, % 

  colburn number 

   exit pressure loss 

coefficient 

   entrance pressure loss 

coefficient 

    price of electrical energy, 
 

   ⁄   

     fin thermal conductivity 

coefficient,    ⁄  

   wall thermal conductivity 

coefficient,    ⁄  

  recuperator flow stream 

length,   

    fuel lower heating value, 
  

  ⁄  

  mass flow rate, 
  

 ⁄   

  recuperator operation 

period,      

   number of passage for hot 

fluid 
 

     number of transfer unit 

  pressure,     

         cycle pressure outlet,     

   Prandtl number 

  rate of heat transfer,   

   fouling factor,  
  

 ⁄  

   Reynolds number 

  fin pitch,   

   Stanton number 

  temperature,   

     turbine inlet temperature,   

   reference temperature,   

  fin thickness,   

   overall heat transfer coefficient, 
 

 ⁄  

   volume between plate,    

  recuperator width,   

  offset length,   

Greek abbreviation 

  heat transfer area per unit 

volume,  
 

  ⁄ 

    corrected temperature,   

   pressure drop,     

  recuperator energy efficiency, % 

      recuperator exergy efficiency, % 

     single fin efficiency, % 

   overall fin efficiency, % 

      compressor efficiency, % 

    cycle thermal efficiency, % 

    cycle exergy efficiency, % 

   mean specific volume,  
 

  ⁄ 

  density, 
  

  ⁄ 

  ratio of minimum free flow area 

to frontal area 

  hours of operation per year,      

Subscripts 

  air 

  Cold 

  gas 

  Hot 

  Inlet 

  outlet 
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2.Modelling of the system 
 
This section offers the necessary equations for 
calculating recuperator energy efficiency, 
pressure drop, exergy efficiency and cost. 
Considering the non-stationary nature of 
recuperator energy and exergy efficiencies, 
which implies that the fuel mass flow rate 
would exhibit some variations, it is essential 
to link the heat exchanger design code to a 
thermodynamic analysis of the cycle (i.e. 
solving the energy equation in the combustion 
chamber). 
  

2.1.Heat transfer equations 
 
The geometrical characteristics of a plate-fin 
heat exchanger with offset strip fins and 
counter-flow arrangements are provided in 
Table 1 [15]. 
Mass flux and Reynolds number are 
calculated as follows: 

  
 

          

 

 

 

(1) 

   
   

 
 

(2) 

Colburn number and friction factor of the 
offset strip fins are defined in Eqs. (13) and 
(14), by Manglik and Bergles [9],  as  follows: 

    
                                            

         
                                   

 

 

(3) 

   

                                            
        
                                  

 

 

 

(4) 

The above equations are usable for 
          ,        
                   ,         

       where    
 ⁄      

 ⁄     
 ⁄  . 

Stanton number and convective heat 
transfer coefficient are computed from: 

   
 

  
 
 

 

 

(5) 

        (6) 

Single-fin efficiency         is calculated as 
follows: 

     
       

  
 

(7) 

where 

  √
  

     
 

 

(8) 
 

 

Table 1. Recuperator surface geometrical characteristics 

Equations No Remarks 

                       1 One fin heat transfer area 

                                 

 
2 Total heat transfer area for one 

fin 

          

 

3 Frontal area 

   
      

     
 

 

4 Number of passage for hot 
fluid 

        (    ) 5 Volume between plates for 
cold fluid 

           6 Volume between plates for hot 
fluid 

  
     

   
 

 

7 Heat transfer area per unit 
volume 

      

 

8 Total heat transfer area 

   
            

                                  

 

9 Hydraulic diameter 

          
   

  
 

 

10 Minimum free flow area 
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and 

         (9) 

The overall surface efficiency      can be 
computed via the following equation: 

     
    

     

         
(10) 

Overall heat transfer coefficient (     ) is 
calculated from the following correlation [16]: 

  

 
 

[
 

        
 

 
        

 
 

    
 

    

  
 

    

  
]

 

 (11) 

Number of transfer units (   ) and ratio of 
heat capacity rates (  ) are defined as follows: 

    
  

    

              

                  

 
 

(12) 

   
    

    

                  

                  

 
(13) 

The energy efficiency of a heat exchanger 
with counter flow arrangement is calculated 
as follows [15]: 

  
                 

                   
 

(14) 

The energy equation in the combustion 
chamber is defined as follows [17]: 

     (       )          

           

     

 
(15) 

where 

                   (16) 

and 

          
 

     

         

      
 

     

 

 
 

(17) 

The new values of energy efficiency and fuel 
mass flow rate are compared to their initial 
guesses, so as to obtain solutions with high 
accuracy in terms of these parameters. 
 

2.2.Pressure drop calculation 
 

 The pressure drop in a compact heat 
exchanger can be calculated as follows [4]: 

  

  

 
       

     

 
  

     

 
  

  

   

 
  

     

        

 
  

     

         

 
 
 
 
 

(18) 

  

  
 

       

     
 

  

     
 
  

  
    

  

     
         

  

     
         

(28) 

where   is the ratio of minimum free flow 
area to frontal area and               are 
respectively the mean specific volume, the 
entrance and the exit pressure loss 
coefficients. 

First, the cold side pressure drop is obtained 
from the above equation, and then, according 
to the obtained value (for the cold side 
pressure drop), the hot side inlet pressure is 
calculated from the pressure equations in the 
cycle component. Finally, the recuperator hot 
side pressure drop is estimated by Eq. (28). 
 

2.3.Exergy analysis 
 
Exergy refers to the maximum producible 
amount of work by a system or a substance 
flow as it equilibrates with a reference 
environment’s temperature, pressure, and 
chemical composition [13]. Exergy is divided 
into four components: physical, chemical, 
kinetic and potential [17]. Since the kinetic 
and the potential components of exergy are 
assumed to be negligible and the chemical 
exergy is only important for combustion 
processes [17], the physical exergy remains 
the only type of exergy that is important for a 
recuperator. Combining the first and the 
second laws of thermodynamics, the exergy 
balance equation is established as follows 
[17]: 

    ∑     

 

 ∑     

 

         

 
 

(19) 

where     and     are related to the 
exergies of heat transfer and work. These can 
be calculated as follows: 

    (  
  

  

)   
(20) 

      (21) 
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As the recuperator is isolated and does not 
perform any work, the values of     and     
are equal to zero [13]. 

Physical exergy        and exergy 
destruction of the recuperator are computed 
from the following equations [17]: 

                        (22) 

      ∑     

 

 ∑     

 

 
 

(23) 

The exergy efficiency of a recuperator is 
defined as follows [17]: 

        
     

∑      

 
(24) 

The necessary equations for calculating 
energy and exergy efficiencies of the cycle are 
obtained from Ref. [17]. 
 

2.4.Cost estimation 
 

The capital cost, operational cost and 
maintenance cost of a recuperator are 
considered the three major components when 
estimating the total cost of the recuperator 
[14].  

The recuperator capital cost is related to its 
manufacturing phase. The ESDU 
(Engineering Sciences Data Unit) method is 
employed to estimate the purchase cost, which 

is presented in terms of  
   

⁄ [18]. The 

values of  
   

⁄  and purchase cost 

(           are obtained from: 

 

   

         
(25) 

and 

            
 

   

  
(26) 

where C is the plate-fin recuperator cost in 

terms of     
⁄  [18].  

The recuperator capital cost is computed as 
follows [19]: 

                        (27) 

The maintenance cost is expressed as a 
fraction of the purchase cost, as follows: 

                            (28) 

The cost of electricity consumed by the 
compressor to compensate for the  recuperator  

 pressure drop is considered as an operational 
cost, which is calculated as follows [6, 20]: 

            
   

      
  

      
   

      
   

 
 
 
 

(29) 

      

        
                

    
  

 
 

(30) 

In the above equations,        and        
are the first year operational cost and the 
present value of operational cost respectively. 
The present value of the recuperator total cost 
is defined as follows: 

                        

          

 
(31) 

 
3.Optimization 
 

3.1.Single-objective and multi-objective 
optimizations 

 
Over the past decade, optimization algorithms 
have been widely employed mainly for energy 
system applications [21]. Depending on the 
assigned objective(s), either single-objective 
or multi-objective optimizations can be used. 
A single-objective optimization includes 
maximization or minimization of only one 
objective function; multi-objective 
optimization, however, involves optimization 
(either maximization or minimization) of at 
least two objective functions simultaneously. 
A multi-objective optimization is defined as 
follows [22]: 

        
                        

(32) 

Subjected to 

        
                         

                     

 
 

(33) 

                 (34) 

In the above equations,  ,     ,       and 
      represent the decision variables vector, 
the objective functions vector, the inequality 
and the equality constraints respectively; 
       and        are the lower and the upper 
bounds of the decision variables respectively.  
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For the optimization constraints to be 
satisfied, a penalty function is applied as 
follows: 

                    

 ∑           

 

   

 

 
 
 

(35) 

where    is a constant much greater than   , 
and   represents the violation criteria of the 
constraints. 
 

3.2.Optimization algorithm 
 
Contrary to the traditional optimization 
approaches, GA is an optimization approach 
that does not require gradient or function 
differentiations [23]. It is a semi-stochastic 
method inspired by the natural selection 
concept introduced by Darwin’s theory [24] 
and then developed by Holland [25]. 

Schaffer was the first to propose a multi-
objective GA called vector evaluated GA 
(VEGA)  [26].   Then,    Srinivas     and    Deb 

 proposed NSGA [27] before it was modified 
by Deb et al. to develop NSGA-II [28, 29].  
The different steps followed via GA and 
NSGA-II can be expressed as follows: 

1. Initialize population individuals 
2. Check feasibility of each individual 
3. Compute the fitness of each 

individual 
4. Order the population 
5. Perform the selection, crossover and 

mutation processes 
6. Update the population for the next 

generation 
In GA, the fourth step (ordering the 

population) is performed on the basis of the 
fitness value. NSGA-II, however, undertakes 
the two later steps to establish the ordering of 
the population: 

a. Classify the individuals based on non-
dominated sort 

b. Rank the individuals based on 
crowding distance  

Figure 4 shows the flowcharts of GA and 
NSGA-II. 

 
Fig. 4. Flowchart of GA and NSGA-II 
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3.3.Objective functions, design parameters 
and constraints 

 
In the present study, the recuperator exergy 
efficiency, the pressure drop and the total cost 
are considered as the three objective-functions 
for single-objective and multi-objective 
optimizations. Accordingly, fin pitch (s), fin 
height (b), recuperator flow length ( ), 
recuperator width ( ), and recuperator height 
( ) are taken as the six decision variables to 
be used for optimizations. The ranges of the 
decision variables are presented in Table 2. 
The constraints and parameters of GA and 
NSGA-II incorporated in the optimization 
algorithm are listed in Table 3. 
 
4.Case study 
 
In this paper, recuperator optimization was 
performed for  a  200 kW  microturbine.  The  
 

 required information on the considered 
microturbine and the economic assumptions 
used in the course of optimization are 
summarized in Table 4.Fluid properties and 
thermal conductivity of fin were considered 
the functions of temperature. The recuperator 
plate and the fin were assumed to be     mm 
and     mm thick respectively. 
 
5.Results and discussion 
 

5.1.Model verification  
 
In this subsection, the recuperator thermo-
hydraulic modelling results are compared to 
those of the reference [15]. Table 5 compares 
the recuperator efficiency as well as the hot 
and cold side pressure drops in the present 
study with those of the reference [15] under 
the same operating conditions.  
 
 

Table 2. Range of decision variables 

Variables Lower bound Upper bound 

                 

                    

                   

           

           

           

 
 

Table 3. Constraints and parameters applied in GA and NSGA-II algorithms for the optimization 

Parameter Value 

Population size 25 

Generation 5000 

Crossover fraction 0.8 

Pareto front population fraction 0.35 

Average change in the spread of 

Pareto solution 

      

Average change in the fitness value       

Pressure drop                 

Reynolds number             

Recuperator efficiency         
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Table 4. Recuperator and microturbine operation conditions and economic data 

Parameter Unit Value 

Air mass flow rate Kg/s 1.286 

Cold side inlet pressure kPa 404.1 

Cold side inlet temperature K 469.95 

Hot side inlet temperature K 1009.65 

Turbine inlet temperature K 1312.15 

Fuel lower heating value(LHV) kJ/kg 42557 

Compressor pressure ratio - 4 

Turbine pressure ratio - 3.65 

Combustor pressure drop  4 

Reference temperature K 298.15 

Interest rate % 10 

Inflation rate % 20 

recuperator operation period      10 

price of electrical energy       0.000125 

hours of operation per year      6000 

compressor efficiency % 76 

 
 

Table 5. Modeling verification results 

Output Variables Unit Ref. [4] Present work  Difference (%) 

Efficiency - 0.8381 0.8263 1.41 

Hot side pressure drop kPa 9.05 8.503 6.04 

Cold side pressure drop kPa 8.757 8.237 5.94 

 
5.2.Optimization results 

 
The optimization problem was solved for the 
plate-fin recuperator with offset strip fin and 
counter-flow arrangement. Single-objective 
optimization, bi-objective optimization and 
three-objective optimization were undertaken 
to minimize the total cost and the pressure 
drop as well as to maximize the exergy 
efficiency of the microturbine recuperator. 
 

5.2.1.Single-objective optimization 
 
The single-objective optimization of GA was 
applied to separately minimize the recuperator 
total cost and the pressure drop and to 
maximize its exergy efficiency. To find a 
solution with a good accuracy, the 
optimization algorithm was iterated 20  times. 

 Figure 5 illustrates that when optimizing the 
recuperator exergy efficiency using GA, the 
parameter was converged after 56 
generations. The optimum value of exergy 
efficiency was found to be 0.966 with a total 
cost of 326,967.8 $ under 6.061kPa of 
pressure drop. The optimal solution was 
labelled with the letter A. 

Figure 6 shows that while optimizing the 
recuperator total cost using GA, the solution 
converged at the 51st generation. The 
optimum value of the total cost was found to 
be 302,075 $ with the exergy efficiency and 
the pressure drop being 0.932 and 2.36kPa 
respectively. The optimal solution was 
labelled with the letter B. 

Figure 7 shows that, when optimizing the 
recuperator pressure drop using GA, the 
solution converged at the 85th generation. The  
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Fig. 5. Convergence of GA for maximum exergy efficiency 

 

 
Fig. 6. Convergence of GA for minimum total cost 

 

 
Fig.7. Convergence of GA for minimum pressure drop 

 



106 Pedram Hanafizadeh & Peyman Maghsoudi / Energy Equip. Sys. / Vol. 5/No.2/June 2017 

 

optimum value of the pressure drop was found 
to be 0.846kPa with the exergy efficiency and 
the total cost being 0.894 and 324,896.6$ 
respectively. The optimal solution was 
labelled with the letter C. 

The geometrical characteristics and the 
single-objective optimization results are 
respectively presented in Tables 6 and 7.  
 

5.2.2.Bi-objective optimization 
 
With the recuperator exergy efficiency, the 
total cost and the pressure drop being 
considered as the objective functions for the 
bi-objective optimization phase, so the three 
bi-objective optimization problems could be 
solved. The Pareto-optimal fronts were 
obtained for each optimization problem, so as 
to demonstrate the confliction(s)  between  the  

 pairs of objectives. It can be concluded that a 
change in the geometry of the recuperator that 
may seem appropriate in terms of one 
objective, can be rendered unfavourable in 
terms of another objective, and vice versa; 
this suggests that multi-objective optimization 
would be a suitable approach to analyse this 
problem. 

The corresponding Pareto-optimal front to 
the recuperator exergy efficiency and its total 
cost, are shown in Fig. 8. As can be observed, 
the optimization constraints are satisfied at the 
design points D, E and F. The maximum 
exergy efficiency occurs at the design point F 
(0.964) and the minimum total cost is incurred 
at the design point D (302,079.1$). 

Figure 9 shows the corresponding Pareto-
optimal front to the recuperator exergy 
efficiency   and   its  pressure  drop.  Here  the  

 
Fig. 8. Pareto-optimal front for exergy-economic optimization 

 
Fig. 9. Pareto-optimal front for exergy-hydraulic optimization 
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optimization constraints are met at the design 
points I, H, and G. Occurring at the design 
point G, the best hydraulic performance, in 
terms of pressure drop, was found to be 1.485 
kPa. The corresponding maximum exergy 
efficiency was that of the design point I 
(0.949). 

Figure 10 illustrates the corresponding 
Pareto-optimal front to the recuperator total 
cost and its pressure drop. In this case, J and 
K are the design points at which the 
optimization constraints are satisfied. The 
minimum pressure drop occurred at the design 
point K (1.283 kPa), with the best economic 
performance, in terms of total cost, being 
recorded at the design point J (302,076$).  

The geometrical characteristics and the 
optimal results of the bi-objective optimal 
design points are respectively presented in 
Tables 6 and 7. 

 5.2.3.Three-objective optimization 
 
For a recuperator with good thermodynamic, 
hydraulic and economic performances, the 
three-objective optimization using NSGA-II 
was conducted to minimize the total cost and 
the pressure drop and to maximize the exergy 
efficiency.  

Figure 11 illustrates the corresponding 3-D 
set of Pareto-optimal front to the three-
objective optimization. According to the 
considered optimization constraints, L 
represents the only acceptable design point. 
The best thermodynamic (in terms of exergy 
efficiency), hydraulic (in terms of pressure 
drop) and economic (in terms of total cost) 
performances were those corresponding to the 
design point L (0.933, 2.609 kPa, and 
302,082.8$ respectively). The geometrical 
characteristics and the  optimal  results  of  the  

 
Fig. 10. Pareto-optimal front for economic-hydraulic optimization 

 

 
Fig. 11. Pareto-optimal front for three-objective optimization 
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Table 6. Geometrical characteristics for optimal designs 

Design                                         

A 0.002352 0.004125 0.003364 0.978836 1 0.462368 

B 0.002377 0.009565 0.004961 0.666429 0.555927 0.931137 

C 0.002439 0.007053 0.005662 0.227656 0.568799 0.913237 

D 0.002102 0.008682 0.005994 0.579856 0.74534 0.663939 

E 0.002134 0.005851 0.005582 0.86458 0.822371 0.534538 

F 0.002361 0.003854 0.004947 0.989165 0.869925 0.497827 

G 0.00242 0.009515 0.005742 0.419759 0.751632 0.667243 

H 0.002414 0.009245 0.005728 0.64612 0.584973 0.930712 

I 0.002402 0.009244 0.005641 0.950726 0.581626 0.96681 

J 0.002412 0.009869 0.003521 0.646417 0.754754 0.712983 

K 0.002417 0.009923 0.003556 0.316194 0.759434 0.68027 

L 0.002078 0.005552 0.005987 0.462596 0.57192 0.77264 

 

Table 7. Optimal results for each optimization 

Design  Cost ($) ε ΔP (kPa) ηex,r ηth ηex 

A 326967.8 

 

0.941408 6.061116 0.965799 0.391031 0.367202 

B 302075 

 

0.8558 2.360096 0.93249 0.348088 0.326876 

C 324896.6 

 

0.70002 0.845718 0.893777 0.2839 0.266599 

D 302079.1 0.856211 2.490781 0.932628 0.347952 0.326748 

E 311510.8 0.916682 4.689644 0.955211 0.378149 0.355105 

F 323950.3 0.937935 6.025052 0.964262 0.388655 0.364971 

G 309452.3 0.776049 1.484859 0.909379 0.311726 0.292729 

H 302065.7 0.854975 2.013476 0.932214 0.34858 0.327338 

I 306665.3 0.901515 2.830932 0.949116 0.373823 0.351042 

J 302076 0.856146 2.395281 0.932606 0.348172 0.326955 

K 317646.9 0.732009 1.282647 0.89961 0.294495 0.276548 

L 302082.8 

 

0.85628 2.60852 0.932651 0.347688 0.3265 

 
 

the design point are presented in Tables 6 and 
7, respectively. 
 
 

5.3. Comparison between single-objective 
and multi-objective optimization 
results 

 
Reported in Tables 8 and 9, the results of 
single-objective optimizations (with exergy 
efficiency, total cost and pressure drop been 
separately taken as the single objective 
function) were compared to those of multi-
objective optimizations. The highlighted cells 
show the ability of multi-objective results to 
return the results of single-objective 
optimization. As shown in these cells, the 
maximum and minimum difference between 
the   single – objective   and  multi - objective  

 approaches are 3.432% and 0.159% for 
exergy efficiency, and 0.003% and 0.001% 
for total cost respectively. These values 
indicate that the multi-objective optimizations 
succeeded in reaching the results of the 
single-objective, with a high level of 
accuracy, in terms of exergy efficiency and 
total cost; for the pressure drop, however, 
higher discrepancies were observed 
(minimum and maximum differences of 
51.664% and 208.439% respectively). 
 

5.4.Evaluation of final optimal solutions 
 
The optimum solution can be selected on the 
basis of the decision-maker criteria; however, 
each point on a Pareto-optimal front 
represents a potential optimum design. A 
normalization method  was  employed  in  this  
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Table 8. Comparisons of single-objective results with bi-objective optimal designs 

Term ηex,r Total Cost ($) 

Bi-objective(D point) 0.932628 302079.1 

Single-objective(cost) 0.93249 302075 

Difference (%) 0.0148 0.001 

Bi-objective(F point) 0.964262 323950.3 

Single-objective(ηex,r) 0.965799 326967.8 

Difference (%) 0.159 0.931 

Term ηex,r ΔP (kPa) 

Bi-objective(G point) 0.909379 1.484859 

Single-objective(ΔP) 0.893777 0.845718 

Difference (%) 1.716 75.574 

Bi-objective(I point) 0.949116 2.830932 

Single-objective(ηex,r) 0.965799 6.061116 

Difference (%) 1.727 114.103 

Term ΔP (kPa) Total Cost ($) 

Bi-objective (J point) 2.395281 302076 

Single-objective (cost) 2.360096 302075 

Difference (%) 1.491 0.003 

Bi-objective (K point) 1.282647 317646.9 

Single-objective (ΔP) 0.845718 324896.6 

Difference (%) 51.664 2.282 

 

 
Table 9. Comparisons of single-objective results with three-objective optimal design 

Term ηex,r ΔP (kPa) Total Cost ($) 

Three -objective(L point) 0.932651 2.60852 302082.8 

Single-objective(ΔP) 0.893777 0.845718 324896.6 

Difference (%) 4.168 208.439 7.552 

Three-objective(L point) 0.932651 2.60852 302082.8 

Single-objective(ηex,r) 0.965799 6.061116 326967.8 

Difference (%) 3.432 132.358 8.238 

Three-objective(L point) 0.932651 2.60852 302082.8 

Single-objective(cost) 0.93249 2.360096 302075 

Difference (%) 0.017 10.526 0.003 
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study to obtain a final solution [6]. 
Accordingly, first, a hypothetical point (ideal 
point) was defined at which each objective 
function had the optimum value obtained 
from the single-objective optimization, as 
listed in Table 9; as such, these ideal points 
might not be located on the Pareto-front. 
Second, all the points on the Pareto-front were 
normalized as follows [6]: 

      
          

               

 
(36) 

        
              

                   

 
(37) 

       ⁄   

 
      ⁄         ⁄     

       ⁄             ⁄     
 

 

(38) 
 

 It should be noted that once finished with the 
normalization task, the number of ideal points 
changed to zero. The final optimal solution 
was defined as the closest design point on the 
Pareto-front to the ideal point. 

Figure 12 shows the normalized Pareto-
front obtained in the course of the exergy-
economic optimization. As shown in Fig. 12, 
the design point E is at the shortest distance to 
the ideal point, thereby representing the final 
solution for the Pareto-front. 

The normalized Pareto-front obtained in the 
course of exergy-hydraulic optimization is 
illustrated in Fig. 13. This figure indicates that 
the design point H is the nearest design point 
to the ideal point, thereby representing the 
final solution for this Pareto-front. 
 

 
Fig. 12. Normalized Pareto-optimal front for exergy-economic optimization 

 

 
Fig. 13. Normalized Pareto-optimal front for exergy-hydraulic optimization 
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The normalized Pareto-front obtained in the 
course of the economic-hydraulic 
optimization is shown in Fig. 14. The figure 
illustrates that the design point J, rather than 
the design point K, is at a shorter distance to 
the ideal point; therefore, it is considered the 
final solution for this Pareto-front. 
 
6.Conclusion 
 
In this research, a thermo-hydraulic analysis 
based on       model was performed for a 
plate-fin recuperator applied in a 200 kW 
microturbine with offset strip fin and counter-
flow arrangement. The recuperator exergy 
efficiency, the pressure drop, and the total 
cost were the important parameters to be 
optimized using GA and NSGA-II. Six 
decision variables were considered for the 
optimizations, and they were fin pitch, fin 
height, fin offset length, recuperator flow 
length, recuperator width, and recuperator 
height. The feasible ranges of pressure drop, 
Reynolds number and energy efficiency were 
considered the optimizations’ constraints 
added to the objective functions as a penalty 
function. The following are the major 
conclusions drawn: 

1. The objective functions were subjected to 
single-objective optimization via GA; the 
optimum values of exergy efficiency, 
pressure drop and total cost were found to 
be 0.966, 0.846 kPa and 302,075$ 
respectively. 

2. The Pareto-optimal-fronts of bi-objective 
optimizations (i.e. exergy efficiency-total 
cost, exergy efficiency-pressure drop, and 
total cost - pressure  drop)  were  obtained  

 with the design points at which the 
constraints were determined as being 
satisfied. On the other hand, the Pareto-
fronts obtained clearly showed the 
contrast between the two objectives for 
each optimization case. 

3. A 3-D Pareto-optimal front was presented 
for the three-objective optimization with 
the aforesaid objectives. The only 
acceptable design point (in terms of the 
constraints) was specified. 

4. The single-objective results were 
compared to the multi-objective optimum 
designs. According to the comparisons, 
exergy efficiency, total cost and pressure 
drop exhibited maximum differences of 
3.432%, 0.001% and 208.439% 
respectively, between the two 
optimization approaches. The large 
difference observed in the case of 
pressure drop was due to the 
corresponding constraint. 

5. A normalization decision-making 
approach was followed to achieve the 
final optimal solution. For exergy 
efficiency-total cost optimization, the 
final optimal design resulted in an exergy 
efficiency of 0.955 and a total cost of 
311,510.8$. The optimum exergy 
efficiency and the pressure drop were 
found to be 0.932 and 2.013 kPa 
respectively under the exergy efficiency-
pressure drop optimization-oriented 
decision-making. The total cost-pressure 
drop optimization resulted in a total cost 
of 302,076$ and a pressure drop of 
2.395281 kPa, as its final optimal 
solution. 

 
 

 
Fig. 14. Normalized Pareto-optimal front for hydraulic-economic optimization 
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